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Abstract

In this paper we present the work carried out by CINECA in the framework of the PRACE-2IP project which had the aim of improving the performance of the FFTW library by refining the auto-tuning mechanism that is already implemented in this library. This optimization was realized with the following activities:
Identification of the major bottlenecks present in the current FFTW implementation;
Investigation of the auto-tuning mechanism provided in FFTW in order to understand how performance is affected by domain decomposition;
Introduction of a new parallel domain decomposition;
Construction of a library to improve the performance of the auto-tuning mechanism.
In particular, we have compared the performance of the standard Slab Decomposition algorithm already present with that obtained using the 2D Domain Decomposition and we found that on massively parallel supercomputers the performance of this new algorithm is significantly higher.

1. Introduction

Currently many challenging scientific problems require the use of Discrete Fourier Transform algorithms (DFT, e.g.: (1)) with one of the most popular libraries used by the scientific community being the FFTW library ((2),(3)).

This library, which is free software, is a C subroutine library for computing DFTs in one or more dimensions with arbitrary input size consisting of both real and complex data. FFTW can also compute discrete Hartley transforms (DHT) of real data and can have arbitrary length. FFTW employs $O(n \cdot \log(n))$ algorithms for all lengths, supports arbitrary multi-dimensional data and includes parallel (multi-threaded) transforms for shared-memory systems and distributed-memory parallel transforms using MPI libraries. FFTW does not use a fixed algorithm for computing the transform, but instead it adapts the DFT algorithm to the underlying hardware in order to maximize performance. Hence, the computation of the transform is split into two phases. First, FFTW's planner “learns” the fastest way to compute the transform on the selected machine. The planner produces a data structure called a plan that contains this information. Subsequently, the plan is executed to transform the array of input data as dictated by the plan. The plan can be reused as many times as needed. In typical high-performance applications, many transforms of the same size are computed and, consequently, a relatively expensive initialization of this sort is acceptable. On the other hand, if you need a single transform of a given size, the one-time cost of the planner becomes significant. For this case, FFTW provides fast planners based on heuristics or on previously computed plans. During plan creation, users can choose the method that he/she prefers using the FFT_MEASURE (obtaining a more accurate plan) flags or FFTW_ESTIMATE flags (obtaining the plan faster).

Currently, particularly using small size data arrays, the FFTW libraries have been shown to not scale well beyond a few hundred cores. Considering that current PRACE Tier-0 systems consist of several hundreds of thousands of cores, and that in order to obtain an access on these systems a good scalability of a few thousand of cores at least is required, there is a clear need to improve FFTW implementations on massively parallel supercomputers.

For this purpose, a large amount of time must be first dedicated to performing extensive benchmarks in order to find the major
bottlenecks of the auto-tuning mechanism. Thus, a significant part of the next two sections will be devoted to the description of these benchmarks that were performed using two parallel supercomputers present in the CINECA infrastructure:

- The PLX cluster (4) chosen in order to test the performance on a typical Tier-1 system. The PLX system is an IBM iDataPlex DX60M3 Linux Infiniband cluster. It consists of 274 IBM X360M2 12-way compute nodes each containing 2 Intel(R) Xeon(R) Westmere six-core E5645 processors (5), with a clock of 2.40GHz. All these compute nodes have 47GB of memory.
- The FERMI cluster (6), chosen in order to test the performance on a typical Tier-0 system. FERMI is a Blue Gene/Q system (7) and has a massively parallel architecture. Each Compute Card (which we call a "compute node") features an IBM PowerA2 chip with 16 cores working at a frequency of 1.6 GHz, with 16 GB of RAM and network connections. A total of 32 compute nodes are plugged into a so-called Node Card. Then 16 Node Cards are assembled in one midplane which is combined with another midplane and two I/O drawers to give a rack with a total of 32x32x16 = 16K cores. In our BG/Q configuration there are 10 racks for a total of 160 K cores.

Our optimization activities were mainly aimed at improving three aspects of the FFTW library that seemed to us to be the most promising: the optimization of the number of cores used during a DFT execution (this is particularly important for low-dimensional arrays, e.g. 2D arrays), the implementation of a new domain decomposition algorithm and a new auto-tuning algorithm used to switch from the standard parallel domain decomposition algorithm to the new one (we focus our attention on 3D DFT in particular).

Before starting to describe in detail our development activities, it will be useful to describe the FFTW mechanisms used to make the parallel domain decomposition. With a serial or multithreaded FFT, all of the inputs and outputs are stored as a single contiguous chunk of memory. With a distributed-memory FFT, the inputs and outputs are broken into disjoint blocks, one per process.

In particular, FFTW uses a 1D block distribution of the data, distributed along the first dimension. For example, if you want to perform a 100 × 200 complex DFT, distributed over 4 processes, each process will get a 25 × 200 slice of the data. This method is also known as the Slab Decomposition algorithm. Clearly, it cannot be used on 1D arrays so for these another method is used, but the intrinsic structure of FFT algorithm in any case does not lead to a good parallelization of the 1D transforms. Thus we excluded the 1D DFT in our optimization work.

Furthermore, it is quite easy to see that the size of the index involved in the parallel domain decomposition may provide us with a limit of the maximum number of usable cores. In addition, if the size of this index isn’t a multiple of the number of used cores, it could cause a large load unbalance, which would also affect the performance.

Section 2 will be mainly devoted to investigate these features, especially in the 2D cases, where we might expect that these issues are more important. For many-dimensional arrays (3D, 4D, and so on), the issues related to the size of the index involved in the parallel domain decomposition are even more evident, but in these cases other parallel domain decomposition algorithms could be used. For simplicity, our work focused on the implementation of one of the algorithms, namely the case of 3D DFTs (that are also the most currently used).

Using this Slab Decomposition, the parallel computation of the 3D DFT can be divided into four steps:

- 1D Parallel Domain Decomposition
- 2D FFT along the two local dimensions;
- Global transposition;
- 1D FFT along the third dimension.

This decomposition is faster on a limited number of cores because it only needs one global transpose, minimizing communication. The main disadvantage of this approach is that the maximum parallelization is limited by the length of the largest axis of the 3D data array used. The performance can be further increased using a hybrid method, combining this decomposition with a thread-based parallelization of the individual FFTs, but the performance increases only slightly. In any case, for a cubic array with N^3 data points, the maximum number of usable cores scales only as N. In order to improve the performance on massively parallel supercomputers significantly, an innovative approach is necessary. Thus, in order to reduce the scaling limitation we use a 2D Domain Decomposition (8), henceforth referred as 2D^3. In this case, the computation will be done in six steps:
2D Parallel Domain Decomposition
• 1D FFT along the first local dimension;
• Global transposition;
• 1D FFT along the second dimension;
• Global transposition;
• 1D FFT along the third dimension.

Using this method, another global communication is required. Nevertheless, these global transposition steps require communication only between subgroups of all nodes. In other words, in the DFT computation, this algorithm pays a higher cost in terms of MPI communications, but it ensures higher scalability. From (8).

Indeed, for a cubic data array with \( N^3 \) data points, this means that the maximum number of cores scale as \( N^2 \), significantly improving the number of usable cores. Therefore, we can expect that the performance of the 2D\(^3\) algorithm (if compared with the performance of standard FFTW) will be higher using a larger number of cores, and lower using fewer cores. We also expect that this gap will be even higher on a cluster whose communication network is particularly powerful, (e.g. Blue Gene/Q network). In order to implement this new 2D\(^3\) algorithm on FFTW we use the one provided in the 2Decomp&FFT library (9).

In Section 3 we will show the performances of this new algorithm compared to the one used by the standard FFTW and describe the improved auto-tuning mechanism used to switch from the standard to the new algorithm.

2. Performance of the 2D FFTW auto-tuning algorithm

This section will be devoted to improving the FFTW auto-tuning mechanism by investigating the major bottlenecks in the 2D DFT execution using FFTW on a moderate number of cores. For this reason the tests reported in this section were performed on the PLX cluster. In the first part of the section we will show the bottleneck of 2D DFT execution, reporting a series of targeted tests, whereas in the last part we will show how we improved the efficiency of the standard FFTW algorithm.

For our benchmark activity we selected five 2D arrays, with sizes: 256x256, 1024x1024, 8192x9192, 1024x16384 and 16384x1024. These arrays are sufficiently large to show us the limits of the parallel implementation of the FFTW library, and they are reasonably representative of a large class of 2D problems solved using FFTW libraries on modern medium-size parallel supercomputers.

![Figure 2: 2D Decomposition of a 3D DFT. The array was divided between 16 MPI processes. From (8).](image)

![Figure 3: Plot of the execution times reported in Table 1, using MPI communications (both FFTW_MEASURE and FFTW_ESTIMATE cases), and hybrid MPI+OpenMP communications (only FFTW_MEASURE case).](image)
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Using these data arrays we performed a scalability test from 1 to 256 cores of the PLX cluster, comparing the execution times of the complex-to-complex DFT obtained using both pure MPI then the hybrid MPI+OpenMP implementation of FFTW v3.2. We repeated the same tests also generating the corresponding plans using both the FFTW_ESTIMATE and FFTW_MEASURE flags. These execution times were averaged over 512 runs and reported in Table 1. They are also plotted in Figure 3. They are also plotted in Figure 3, i.e.:
• Using a large number of cores, the use of pure MPI communication give us a better efficiency if compared with the results obtained from the hybrid implementation. Since we are interested in the performance of the FFTW library on a large number of cores (from hundreds to thousands), we will focus our attention only on the pure MPI implementation of the library.

• When the number of cores is small (≤12 cores on PLX, i.e. 1 node card) the performance of the hybrid implementation (MPI + Open MP) is greater than the pure MPI one. This difference is probably due to the higher efficiency of the Open MP communications on a single shared memory node card.

• For moderately large number of cores (e.g. ~100) the efficiency of the execution of the DFT computation becomes small. This is particularly evident when the size of the last index (the one involved in parallel domain decomposition in our case) is comparable with the number of cores used. On the other hand, if we use the hybrid approach the performance increases beyond this limitation, depending on the size of the second index of the data array. Moreover, generally speaking, when the number of cores is comparable with the size of the last index, the efficiency of FFTW becomes very low.

• If more than one node card was used, the efficiency of the codes increased with the size of the array.

![Figure 4](image4.png)

Figure 4: Efficiency obtained during the scalability test of Figure 3

Furthermore, using this figure we can also clearly see another direct consequence of the slab decomposition algorithm: considering that, in our case, for the FFTW library, the index involved in the parallel domain decomposition is the last, we see that the greater the ratio between the size of the last index of our array and the number of used cores, the greater will be the efficiency of FFTW. This is more evident comparing the efficiency on 256 cores for sky-blue, orange, and red lines (corresponding to arrays of 16384x1024, 1024x16384, and 8192x8192 points respectively). As expected, we obtain the best performance for the orange line (last index = 16384), followed by the red line (last index = 8192), and then the sky-blue line (last index = 1024). Thus, in order to improve the performance, it would be better rearrange the array to have the maximum size on the last index.

Moreover, from the same figure we also notice that, although generally the execution time decreases with the number of cores, when the size of the first index isn’t a multiple of the numbers of cores, the execution time increases again (due to load unbalancing, as expected).

Finally, in Table 2, we have also analyzed the time needed to create the plans used for the execution of the DFT reported in Table 1. It can be seen from Table 1 and Table 2 that since the time needed to create a plan with FFTW_MEASURE may be hundreds of times that needed for the execution of the plan itself, it makes sense to use this flag in preference to FFTW_ESTIMATE only when the execution of the plan must be repeated very frequently, for example, many thousands of times.

1 Please note that it is true only for FORTRAN users. The index involved in the parallel domain decomposition for C or C++ users is the first.
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Table 2: Time needed for plan creation relating to the same 2D complex to complex DFT performed on Table 1.

By summarizing the results of our initial benchmarks, we can identify some strategies for improving the performance of the FFTW library:

- Using small size arrays, the parallel performance of FFTW degrades significantly when we use more than one node (e.g. when we pass from a shared memory to a distributed memory system);
- Using more than one node the best performance will be obtained using pure MPI communications;
- If we increase the number of points in the arrays (especially on the last index, but see footnote 1), the performance should significantly improve;
- Generally, it may not be advantageous to use more cores than the number of points of the index involved in the domain decomposition;
- When the size of the first index is not a multiple of the numbers of cores, the performance decreases.

Thus, considering the limitations above, we have developed a routine that improves the auto-tuning mechanism of the FFTW
library by changing the number of cores used. A simple scheme of the structure of the algorithm that we use in this routine is shown in Algorithm 1. This subroutine, having as input the size of the index involved in the parallel domain decomposition of the array that we want to use (Nx), and the number of available cores (Np), gives us the optimal number of cores in order to maximize the performance.

\[
\begin{align*}
\text{IF} & \ (Np > Nx) \ then \\
& \ Np = Nx \\
\text{ELSE} & \\
& \ \text{IF} \ (\text{Nx is NOT a whole multiple of Np}) \ then \\
& \ \text{FOR} \ (NN < Np \ and \ NN \sim Np) \\
& \ \text{IF} \ (\text{Nx is a whole multiple of NN}) \ then \\
& \ Np = NN \\
& \ \text{END IF} \\
& \ \text{END FOR} \\
& \ \text{ENDIF} \\
& \ \text{END IF}
\end{align*}
\]

Algorithm 1: Algorithm used to adapt the number of cores used for computation to the size of the array.

3. Performance of the 3D FFTW auto-tuning algorithm using a 2D Domain Decomposition algorithm

This section will be devoted to removing some bottlenecks of the FFTW library related to the DFT execution of multidimensional arrays on massively parallel supercomputers. For this reason the tests reported in this section were performed on the FERMI cluster. For simplicity we will analyze only the case of 3D DFT execution, but our results can be easily extended to other multidimensional arrays. The first part of this section will be devoted to the comparison between the performance of the standard parallel decomposition used by the FFTW library and the performance of the 2D Domain decomposition that we have implemented. The last part of this section will be dedicated to the description of our auto-tuning mechanism, used to switch from the standard domain decomposition algorithm to the new one.

For our comparison we selected seven 3D arrays, whose sizes are: 128x128x128, 256x256x256, 512x512x512, 1024x1024x256, 1024x1024x512, 1024x1024x1024, 1024x1024x2048. We can see that the sizes of the index involved in the standard parallel domain decomposition are comparable with the ones used in Section 2 (NB: the last index in the case of FORTRAN, see footnote 1).

We have carried out a scalability test, using from 256 to 2048 cores, comparing the performance of the two algorithms using these seven data arrays. As before, the execution times for these tests are first averaged over 256 runs, and then reported in Table 3.

<table>
<thead>
<tr>
<th>Sistem &amp; Solver</th>
<th>N. of Points</th>
<th>Number of Cores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>Slab Decomposition</td>
<td>128x128x128</td>
<td>8</td>
</tr>
<tr>
<td>256x256x256</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>512x512x512</td>
<td>175</td>
<td>119</td>
</tr>
<tr>
<td>1024x1024x256</td>
<td>376</td>
<td>420</td>
</tr>
<tr>
<td>1024x1024x512</td>
<td>788</td>
<td>499</td>
</tr>
<tr>
<td>1024x1024x1024</td>
<td>1626</td>
<td>1047</td>
</tr>
<tr>
<td>1024x1024x2048</td>
<td>3275</td>
<td>2160</td>
</tr>
<tr>
<td>2D Decomposition</td>
<td>128x128x128</td>
<td>23</td>
</tr>
<tr>
<td>256x256x256</td>
<td>188</td>
<td>13</td>
</tr>
<tr>
<td>512x512x512</td>
<td>1718</td>
<td>111</td>
</tr>
<tr>
<td>1024x1024x256</td>
<td>1723</td>
<td>963</td>
</tr>
<tr>
<td>1024x1024x512</td>
<td>1718</td>
<td>980</td>
</tr>
<tr>
<td>1024x1024x1024</td>
<td>1722</td>
<td>984</td>
</tr>
<tr>
<td>1024x1024x2048</td>
<td>1722</td>
<td>984</td>
</tr>
</tbody>
</table>

Table 3: Execution times (ns) of seven 3D complex-to-complex DFT, performed using FFTW 3.3 on FERMI cluster using from 256 to 2048 cores, comparing the performances of both the Slab and the 2D decomposition algorithms.
In Table 4 we show the ratio between the execution times of the DFT using standard Slab Decomposition and 2D Decomposition respectively in the table red cells indicate the cases where it is more opportune to use slab decomposition (ratio \leq 1), yellow cells where the results of the two algorithms are comparable (1 < ratio \leq 2), green cells where it is advantageous to use the 2D algorithm (2 < ratio \leq 10), and finally blue cells where it is very advantageous to use the 2D Decomposition (ratio > 10). We can see from the table that if we are using few cores (i.e. 256, as reported on Table 4), then the best performances will be obtained using Slab Domain decomposition. On the other hand, if we use thousands of cores, especially on small size arrays, the 2D Domain Decomposition algorithm will be much more efficient than the standard Slab Decomposition method. Our tests show in particular that the 2D algorithm appears to be up to 63 times faster than the Slab Decomposition algorithm.

The significance of these benchmarks becomes clearer if we plot the execution times reported in Table 3 (see Figure 5). It is evident from the figure that when using small size arrays the standard FFTW does not scale beyond 256 cores. Indeed, as expected, when the number of cores exceeds the size of the first index of the array, the time of execution of the DFT begins to increase. Conversely, the time of execution of the 2D Decomposition algorithm continues to scale ideally even using thousand of cores, although when we use only 256 cores its execution time is longer than the time obtained using the Slab Decomposition algorithm.

This is more evident from Figure 6, where we show the ratio between the execution time of DFT of Table 3 and the corresponding time obtained using standard FFTW on 256 cores. In this figure, all lines starts from the same position. Dotted lines are related to standard FFTW efficiency profile, whereas dashed lines are related to 2D Domain Decomposition ones. In other words, this figures plots the times of execution of the algorithms normalized to the standard FFTW execution time on 256 cores. As a comparison, in the same figure we plot also the line of ideal scalability (red continuous line). It is easy to see that all 2D Decomposition lines scale ideally, whereas when the number of cores exceed the size of the index involved in the parallel domain decomposition (the last in our case), the standard FFTW shows a very bad scalability (ratio > 1).

Finally, in Table 5 we show the times needed to create the corresponding plans for DFT in Table 3. In order to quantify better the advantages obtained by using this algorithm, we report also the time cost to create the same plans using standard FFTW and the FFTW_ESTIMATE flag. As we can easily see from this table, the computational cost for the creation of a plan using 2D Decomposition is always comparable with the one obtained using the FFTW_ESTIMATE flag (i.e. the same order of magnitude of the time needed to execute the DFT) and significantly smaller than the one obtained using the FFTW_MEASURE together with the Slab Decomposition. This observation is not surprising, since it is due to the different method used in the 2D algorithm to create a plan: using 2D Domain Decomposition, we compute 1D DFTs for each core, whereas using Slab Decomposition we perform a series of 2D DFTs for each core and moreover creating a 1D plan is clearly faster than creating a 2D plan.
Figure 5: Plot of the execution times shown in Table 3. Dotted lines are referred to Slab Decomposition, whereas dashed lines to 2D Decomposition.

Figure 6: Ratio between the times of execution (see Tab.3) and the corresponding time obtained using standard FFTW on 256 cores. The red and continuous line is the ideal scalability line. Dotted lines are related to standard FFTW efficiency, whereas dashed lines are related to 2D³ efficiency.
### Table 5: Time needed to create a Plan (ms). We analyze the same cases of Tables 3 and 4, including also the time needed to create a plan using the FFTW_ESTIMATE flag as comparison. In the ratio columns we show the ratio between the time of creation, and the ones obtained using standard Slab Decomposition algorithm and the FFTW_ESTIMATE flag. We have: a red box when Ratio ≥ 100; a yellow box when 10 ≤ Ratio < 100; a green box when 1 ≤ Ratio < 10; and a blue box when Ratio < 1. It is evident that the time cost of a plan creation using 2D3 is comparable with the time needed to create a plan using standard FFTW library and the FFTW_ESTIMATE flag.

<table>
<thead>
<tr>
<th>Domain Decomposition Method</th>
<th>N. of Points</th>
<th>Time (ms)</th>
<th>N. of Points</th>
<th>Time (ms)</th>
<th>N. of Points</th>
<th>Time (ms)</th>
<th>N. of Points</th>
<th>Time (ms)</th>
<th>N. of Points</th>
<th>Time (ms)</th>
<th>N. of Points</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>256</td>
<td></td>
<td>512</td>
<td></td>
<td>1024</td>
<td></td>
<td>2048</td>
<td></td>
<td>4096</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128x128x128</td>
<td>437</td>
<td>1.0</td>
<td>545</td>
<td>1.0</td>
<td>644</td>
<td>1.0</td>
<td>644</td>
<td>1.0</td>
<td>725</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256x256x256</td>
<td>270</td>
<td>1.0</td>
<td>320</td>
<td>1.0</td>
<td>445</td>
<td>1.0</td>
<td>517</td>
<td>1.0</td>
<td>597</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512x512x512</td>
<td>45</td>
<td>1.0</td>
<td>172</td>
<td>1.0</td>
<td>200</td>
<td>1.0</td>
<td>271</td>
<td>1.0</td>
<td>382</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x256</td>
<td>65</td>
<td>1.0</td>
<td>169</td>
<td>1.0</td>
<td>255</td>
<td>1.0</td>
<td>356</td>
<td>1.0</td>
<td>355</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x512</td>
<td>60</td>
<td>1.0</td>
<td>74</td>
<td>1.0</td>
<td>250</td>
<td>1.0</td>
<td>311</td>
<td>1.0</td>
<td>389</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x1024</td>
<td>65</td>
<td>1.0</td>
<td>73</td>
<td>1.0</td>
<td>174</td>
<td>1.0</td>
<td>272</td>
<td>1.0</td>
<td>385</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x2048</td>
<td>74</td>
<td>1.0</td>
<td>110</td>
<td>1.0</td>
<td>88</td>
<td>1.0</td>
<td>246</td>
<td>1.0</td>
<td>364</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256x256x256</td>
<td>3137</td>
<td>11.6</td>
<td>4242</td>
<td>13.2</td>
<td>5826</td>
<td>13.2</td>
<td>6884</td>
<td>13.3</td>
<td>8086</td>
<td>13.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512x512x512</td>
<td>3346</td>
<td>74.4</td>
<td>7836</td>
<td>45.7</td>
<td>11342</td>
<td>45.7</td>
<td>11639</td>
<td>43.0</td>
<td>14213</td>
<td>37.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x256</td>
<td>16150</td>
<td>275.0</td>
<td>27737</td>
<td>164.0</td>
<td>37568</td>
<td>143.1</td>
<td>43094</td>
<td>121.1</td>
<td>42621</td>
<td>119.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x512</td>
<td>21288</td>
<td>352.6</td>
<td>19060</td>
<td>257.4</td>
<td>39868</td>
<td>159.7</td>
<td>37256</td>
<td>120.0</td>
<td>40797</td>
<td>104.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x1024</td>
<td>16404</td>
<td>251.2</td>
<td>14472</td>
<td>198.8</td>
<td>34047</td>
<td>196.2</td>
<td>39178</td>
<td>144.2</td>
<td>44176</td>
<td>114.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024x1024x2048</td>
<td>22125</td>
<td>297.1</td>
<td>21209</td>
<td>192.2</td>
<td>12809</td>
<td>146.2</td>
<td>50450</td>
<td>205.2</td>
<td>45103</td>
<td>124.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Summarizing the results of our comparison activity, we found that the use of the 2D domain Decomposition algorithm is particularly useful when the number of usable cores exceeds the size of the index involved in the parallel domain decomposition. When the size of this index is comparable with the number of usable cores, it may be advantageous using 2D decomposition, since it takes much less time to create the plan.

Starting from these results it is relatively simple to improve the performance of FFTW library enhancing its auto-tuning mechanism. We check if the number of cores exceed the size of the index involved in parallel domain decomposition, and thus change the parallel domain decomposition algorithm used. One simple algorithm that we can implement is reported in Algorithm 2.
In order to further improve the performance of this auto-tuning algorithm it is possible to include a modified version of Algorithm 1. The result of this merging operation is shown in Algorithm 3. These algorithms were used to create a library that can significantly improve the performance of standard the FFTW library on massively parallel supercomputers. This library has already been tested on the FERMI cluster, obtaining the best performances possible for the two algorithms.

Conclusions

We have improved the performance of the auto-tuning mechanism already present in FFTW using two different approaches:

- For multidimensional arrays, we changed the number of cores involved in the DFT execution. Indeed, it is already known that the performance of FFTW is severely limited by the size of the index in which the domain decomposition is done. Our approach was to create a FORTRAN tool that changes the number of used cores to the size of the index involved in the domain decomposition, if the number of usable cores exceed the size of this index. This approach has proven to be particularly useful for solving 2D DFT problems.

- For 3D arrays, we change the domain decomposition algorithm from Slab to 2D. This new algorithm gave us performances up to 63 times better than standard algorithm (see Table 4). Since this algorithm scales almost up to $N^2$ cores on cubic arrays with size of $N^3$ points (whereas standard FFTW scales as $N$), if used on massively parallel supercomputers, this new algorithm can give us a nearly ideal scalability of at least up to several thousands of cores (also for relatively small data arrays). We have already implemented this algorithm in a library that switches from standard to 2D domain decomposition allowing us to always achieve the best performance possible for the two algorithms.

As expected, the use of these algorithms (especially Algorithm 3) can greatly improve the performances of the FFTW library on modern massively parallel supercomputers. The 2D Domain Decomposition algorithm could be extended to multi-dimensional systems (higher than 3D systems), and in the next months it will be the subject of further research by CINECA.
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