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Abstract
This whitepaper focuses on the study of the conjugate gradient method and how storage formats for sparse matrices have a significant impact on its performance and energy footprint. We perform the evaluation on a 32-core, NUMA platform that provides energy measurements for the processors and the main memory. Our study reveals interesting aspects of the execution of memory bound applications on state-of-the art multicore platforms which could be utilised by an automatic tuning process towards a more energy efficient execution.

1. Introduction

The most widely used storage format for non-special (e.g., diagonal) sparse matrices is the Compressed Sparse Row (CSR) format. CSR compresses the row indexing information needed to locate a single element inside a sparse matrix by keeping only number-of-rows ‘pointers’ to the start of each row (assuming a row-wise layout of the non-zero elements) instead of number-of-nonzeros indices. However, there is still a lot of redundant information contained in the column indices, which CSR keeps intact in favor of simplicity and straightforwardness. For example, it is very common for sparse matrices, especially those arising from physical simulations, to have sequences of continuous non-zero elements. In such cases, it would suffice to store just the column index of the first element and the size of the sequence. CSX [1] goes even further by replacing the column indices with the delta distances between them, which can be stored with one or two bytes in most of the cases, instead of the typical four-byte integer representation of the full column indices.

In our previous work [2, 3], we evaluated the energy and performance impacts of CSR and CSX. More specifically, we instrumented the execution of a conjugate gradient solver and extracted running power estimations from hardware performance counters. These were used to produce power/time curves, which, when integrated over particular intervals, estimate the energy consumption of the individual application stages. Our goal here is to gain a deeper insight on the energy consumption breakdown of the system; to do so, we extend our observations to a significantly greater number of cores than before, incorporated into a state-of-the-art NUMA machine.

The rest of the paper is organized as follows: Section 2. presents the platform, the test matrices and the instrumentation used in our experiments, Section 3. presents our findings and Section 4. concludes and highlights possible directions for future work.

2. Experimental Methodology

2.1. Hardware Platform

All experiments are executed on a quad-socket platform, which contains 4 Intel® Xeon E5-4620 processors. The details of this Sandy Bridge-based processor are presented in Table 1, while the platform architecture is depicted in Fig. 1. As it can be seen, our test platform is a NUMA machine with a total of 32 physical cores and 256GB of main memory.

The Sandy Bridge architecture offers the Turbo Boost technology [4], which converts thermal headroom to higher performance by enabling the processor to run above its base operating. However, in this work all the experiments are executed with Turbo Boost disabled and every processor clocked at the maximum allowed frequency (2.2GHz).
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2.2. Test Matrices

For our tests, we use 10 matrices from the University of Florida Sparse Matrix Collection [5]. The chosen matrices have different sizes and can be classified as regular or irregular, based on the extent to which their nonzero components are regularly arranged in patterns making them suitable for compression. The characteristics of the matrices are summarized in Table 2.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Rank</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>af_5_k101</td>
<td>503.625</td>
<td>Regular</td>
</tr>
<tr>
<td>bnwcra_1</td>
<td>148.770</td>
<td>Regular</td>
</tr>
<tr>
<td>boneS10</td>
<td>914.898</td>
<td>Regular</td>
</tr>
<tr>
<td>kkt_power</td>
<td>2.063.494</td>
<td>Regular</td>
</tr>
<tr>
<td>ldoor</td>
<td>952.203</td>
<td>Regular</td>
</tr>
<tr>
<td>FI</td>
<td>343.791</td>
<td>Irregular</td>
</tr>
<tr>
<td>G3_circuit</td>
<td>1.585.478</td>
<td>Irregular</td>
</tr>
<tr>
<td>offshore</td>
<td>259.789</td>
<td>Irregular</td>
</tr>
<tr>
<td>parabolic_fem</td>
<td>525.825</td>
<td>Irregular</td>
</tr>
<tr>
<td>thermal2</td>
<td>1.228.045</td>
<td>Irregular</td>
</tr>
</tbody>
</table>

Table 2: Test matrices.

The selected matrices are used in a conjugate gradient solver with a fixed number of iterations (1024). This number of iterations may not suffice to bring our test system to convergence, but it reveals a steady-state power consumption in the iteration phase, as it is shown in the results presented in Section 3.

2.3. Instrumentation

Sandy Bridge based server platforms provide a running estimate of the energy consumption not only for each processor package, but also for the DRAM modules. Therefore, we extend the instrumentation used in [2] to read the appropriate Model Specific Registers (MSRs) and record the energy consumed by the following components:

1. **Cores**: The energy consumed by the cores and their L1 and L2 caches. Unfortunately, the architecture tracks the energy usage on a package granularity. Therefore, we cannot acquire the actual energy consumption of each core.

2. **Package**: The energy consumed by a single physical package.

3. **DRAM**: The energy consumed by the DRAM modules of each package.

Moreover, from the package and cores’ energy consumption we can deduce the energy consumed by the uncore part of the package, which, among other components, includes the Last Level Cache (LLC), the on-die memory controller and the QPI controllers.

3. Results and Discussion

3.1. Statistical Preprocessing

CSX has a sampling preprocessing feature which can significantly reduce the substructure detection phase of the preprocessing stage. As previous work [2] was performed without enabling this feature, we evaluate it here.
Fig. 2 and 3 present the initialisation, preprocessing and iteration stages for two different matrices, with and without sampling, for 4 and 8 threads respectively. It is evident that statistical preprocessing makes CSX more efficient both in terms of performance and energy.

Table 3 presents the time, as well as the energy spent in the preprocessing stage for each one of the selected matrices for different number of threads. As the number of threads increases and the preprocessing effort is split between the parallel threads, the performance and energy gains of enabling statistical preprocessing diminish. In fact, there are 3 matrices, namely G3_circuit, parabolic_fem and thermal2, for which statistical preprocessing with 8 threads takes more time and energy compared to when no sampling is used.

3.2. CSX-CSR comparison

Fig. 4 depicts the energy consumption breakdown of CSX and CSR iteration phase for all matrices and threads from 1 up to 32, as well as their speedup with respect to the execution time of CSR running with 1 thread. All the runs employ what we call packed placement policy, i.e. we employ all the physical cores available in one physical package before assigning a thread to another physical package. So, when we use 8 threads, all of them are assigned to cores on physical package 0; when we use 16 threads they are assigned to physical packages 0 and 1, and so forth. The reported total energy is the total energy of the system including all the DRAM modules and all the packages, irrespective of whether they are actually used or they are idle.

As it was also observed in [2], there is clear evidence that better performance translates to reduced energy consumption. For the majority of cases CSX achieves better performance than CSR and thus is more energy efficient. The breakdown of the consumed energy reveals that as more threads are utilised the majority of the energy is consumed by the cores and their caches, while the least energy is consumed by the DRAM modules.
Table 3: Comparison of time and energy spent in the preprocessing stage with and without sampling

In general, all the aforementioned results indicate that, for the majority of cases, the most energy efficient setup is the one that utilises all the available resources, i.e. all the 32 cores. One could argue that this is anticipated, as the processor packages consume energy even when they are idle. Therefore, as long as idle power accounts for a significant part of the overall consumption, it is unconditionally beneficial to utilise them for performance improvements. However, things would be different if we were able to shut down the parts of the system that are not used. In this scenario, the extra resources needed to improve performance would be more costly in terms of energy than before, as they would not contribute to the total power consumption when they are not used.

Fig. 5 plots again the energy consumption of CSX and CSR, but now without taking into account the energy consumed by the idle packages, thus emulating a system where idle packages are shut down. As it is evident in the graph, the setup that achieves the best performance is no longer the most energy efficient one. In fact, for all the matrices, we achieve the lowest energy consumption when we utilise only one of the available packages and even in some cases a subset of the package.
Fig. 4: CSX and CSR iteration phase energy consumption breakdown and speedup
Fig. 5: CSX and CSR iteration phase energy consumption and speedup taking into account only active packages
3.3. Power and Scalability

Fig. 7 plots the average power consumption of the different components for the iteration phase of CSX executed with various number of threads. The plotted values are calculated for each component by averaging the power recorded from all the active packages over the execution time, while the error bars show the minimum and maximum values.

The graph reveals three facts that remain true across all matrices. First of all, the power consumption of the uncore part of the package is around 15 Watts, stable throughout the execution, and does not vary with the number of active cores inside the package, as it can be seen for threads 1 up to 8. Second, the power consumption of the DRAM modules tops at around 10 Watts and, unlike the uncore component, depends on the number of cores utilised inside the package. As the number of threads increase from 1 to 8, the amount of memory requests in the unit of time increases, causing a rise in the power consumption. When more packages are utilised (for thread numbers greater than 8), the load is split between the different packages, causing a drop at the activity of the DRAM module of the package in the unit time and a lower power consumption.

The power profile of the core component is not as straightforward. For threads 1 up to 8, power consumption increases as more cores are becoming active, reaching a maximum of around 40 Watts when all the cores inside the package are used. However, as more packages are becoming active, the average power consumption drops, even by around 35% at some cases when all 4 packages are employed. At the same time, as it is evident from the error bars, the actual power consumption of the core component varies significantly from the average throughout the execution and across packages.

This drop and variation could be attributed to a load imbalance caused by either the conjugate solver or the structure of the matrix. The threads are assigned different loads, which causes some of them to quickly reach the barrier before the next iteration. When a thread reaches a barrier, it yields the processor and since there are no other runnable contexts, the OS puts the processor to a lower power state. Thus, in case of load imbalance, many threads will wait for the late one to reach the barrier, causing their assigned cores to operate on a lower power state and reducing the average power consumption of the core component of the package.

This is evident in Fig. 8, which plots the average time a thread spends working and waiting at a barrier. As more threads are employed, the amount of work performed by each thread is reduced, while the time spent inside the barriers is increased. In fact, for the majority of the matrices, when 3 or 4 packages are used, the waiting time is equivalent or even higher than the working time.

However, load imbalance does not seem to be the only reason for the observed drop in the power consumption of the core component. Fig. 6 plots the average power of the different components when a dense matrix is used. Still, when more packages are employed, the average power consumption is reduced again. As now there is no load imbalance between the threads, this behaviour could be attributed to the actual implementation of the barriers and their lack of scalability. This observation signals the need for the investigation of more efficient synchronisation mechanisms.

---

Fig. 6: CSX iteration phase average power for the core, uncore and dram components for a dense matrix
Fig. 7: CSX iteration phase average power for the core, uncore and dram components
Fig. 8: Average working and waiting thread time for the CSX iteration phase
4. Conclusions

We have studied the execution of the conjugate gradient method and how the sparse matrix storage format can affect its performance and energy footprint. Our study reveals that CSX generally outperforms CSR both in terms of performance and energy consumption. However, the detection of the most energy efficient setup in terms of resources assigned to the solver, is not completely straightforward. In current platforms, where it is not possible to shut down the inactive parts of the system, the most energy efficient setup is usually the one that delivers the best performance. On the other hand, if future platforms do offer the option to shut down idle packages, then this detection will become more complex, as it will require the prediction of the idle power consumption in order to identify the most energy efficient setup.
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